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ABSTRACT

Affective support is crucial during learning, with recent evi-
dence suggesting it is particularly important for female stu-
dents. Facial expression is a rich channel for affect detec-
tion, but a key open question is how facial displays of af-
fect differ by gender during learning. This paper presents
an analysis suggesting that facial expressions for women and
men differ systematically during learning. Using facial video
automatically tagged with facial action units, we find that
despite no differences between genders in incoming knowl-
edge, self-efficacy, or personality profile, women displayed
one lower facial action unit significantly more than men,
while men displayed brow lowering and lip fidgeting more
than women. However, numerous facial actions including
brow raising and nose wrinkling were strongly correlated
with learning in women, whereas only one facial action unit,
eyelid raiser, was associated with learning for men. These
results suggest that the entire affect adaptation pipeline,
from detection to response, may benefit from gender-specific
models in order to support students more effectively.
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1. INTRODUCTION

Modeling and adapting to users during learning has long
been a central goal of the user modeling community [15, 38,
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42]. These models of users frequently focus on cognitive as-
pects of learning, by modeling domain knowledge with tech-
niques such as constraint-based modeling [38], knowledge
tracing [15], and strategy learning for tutoring [9, 27].

Building on a rich history of modeling the cognitive as-
pects of learning, there is increasing awareness that the af-
fective aspects of learning are perhaps equally important
(e.g., [12, 39]). For example, adapting to students’ uncer-
tainty [9] and confusion [14] have been shown to significantly
improve the effectiveness of tutoring. Recent years have
thus seen increasing attention to assessing students’ affective
states while interacting with learning environments, includ-
ing through self-reports [43] and through affect detectors
that utilize log data [10].

Of all of these mechanisms for sensing or detecting af-
fect, facial expressions are among the most useful channels
because of their rich expressiveness and relative ease of auto-
matic collection and analysis [13, 7]. Facial expressions have
long been studied in psychology, where the findings have es-
tablished the importance of the face in expressing emotion
[20]. In contrast to the “basic emotions” that have been iden-
tified as central in everyday life—such as anger, fear, and
happiness—there is growing consensus that, during learn-
ing, a subset of these emotions, along with learning-centric
emotions such as boredom and confusion are highly promi-
nent and influential [17, 4]. Empirical results have found
that important facial expression differences emerge between
students who find a learning experience frustrating versus
those who find it engaging [25], and preliminary findings
point to different patterns of facial expression depending on
learners’ age [24].

Complementing research on affect in learning, a host of
studies have established that females and males express emo-
tion differently on the face, and also exhibit differing levels
of capability to recognize facial expressions of emotion. For
example, women respond with more pronounced facial ex-
pression when viewing the facial expressions of others [16],
and women can more accurately identify multiple emotions
from facial expression even in the presence of minimal infor-



mation to identify an emotion [30]. In light of these results,
a central open question emerges for user modeling during
learning: In what ways do females and males differ in their
facial expression of emotion during learning?

This paper investigates that question in the context of
one-on-one tutoring for introductory computer programming.
These results suggest that women and men display system-
atically different facial expressions during learning, and that
modeling these facial expressions may lead to deeper under-
standing of affective learning processes.

2. RELATED WORK

2.1 Gender and Facial Expression

Research in psychology, biology, and physiology has long
examined facial expressions and uncovered differences based
on gender. Women are more facially expressive than men;
for example, when viewing another person’s facial expres-
sion, women show more pronounced facial reactions [16].
Men and women both show differences in emotion expres-
sion based on context: for example, while a smile is generally
a genuine indicator of positive emotions, it may sometimes
be contrived to meet social expectations. Gender plays a
role in this difference, particularly when there is a power
differential between two conversational partners [33]. In ad-
dition to differences in expression, there may also be impor-
tant differences in emotion recognition between females and
males. For example, when asked to identify multiple emo-
tions from the facial expression of another person, women
were significantly better at emotion identification than men
[30]. Women also seem to be substantially better at decod-
ing verbal cues than men [29]. Given these many differences,
there is reason to believe that when it comes to facial ex-
pression, women express affect during learning differently
than men and that gender differences may be important to
consider in models of affect.

2.2 Facial Expression in Learning

Facial expression is one of the foremost channels with
which to infer learning-centric emotion [18]. In a longstand-
ing line of work involving Wayang Outpost, a mathematics
tutoring system, researchers have categorized facial expres-
sion according to the affective state it suggests [44] and have
attempted to predict interest and confidence using multi-
modal features including facial expression [2]. In studies
with AutoTutor, a tutoring system with a conversational
dialogue agent, students’ emotions as evidenced by “emot-
ing aloud” were modeled using facial expressions [11] and
affect-adaptive versions of the system have been built that
respond to emotions such as boredom, frustration, and con-
fusion [19]. Facial expression as tutoring unfolds has also
been shown to predict frustration and engagement that stu-
dents self-report at the end of the tutoring session [26]. It
is clear that analyses of facial expression can provide insight
into affective processes that significantly influence learning.

2.3 Gender and Learning From Tutoring

Tutoring, both human-human tutoring and tutoring with
intelligent systems, have been shown to be very effective
means of support learning [41]. Recent results have sug-
gested that women and men benefit from different approaches
to tutoring. When different versions of an intelligent tu-
toring system for computer science were compared, women

reported significantly more engagement and less frustration
with the version that offered affective support than with
other versions of the system [40]. In another comparison
of different intelligent tutoring systems for mathematics,
women benefited from having choice within an intelligent
tutoring system while men did not show a significant dif-
ference [27]. Previous studies have also demonstrated that
embodied agents [1] and motivational scaffolding [3] are par-
ticularly beneficial for female students, and that females are
more sensitive to the coordination between an agent’s ver-
bal and nonverbal behaviors [6]. Because women and men
appear to benefit from different tutoring strategies, and be-
cause models of affect are highly informative for tutorial
strategy choice, it is important for the field to devise affec-
tive models for learning that take gender into account.

3. HUMAN-HUMAN TUTORING STUDY

The data examined in the present analysis consists of a set
of computer-mediated human-human interactions through
a tutorial interface during a set of lessons in introductory
computer science [28, 37]. The tutorial interface, displayed
below in Figure 1, consists of four panes: the task descrip-
tion, the students source code, the compilation and execu-
tion output from the student’s program, and the textual
dialogue messages exchanged between the tutor and the stu-
dent. Tutors’ interactions with the student were limited to
the exchange of textual messages and progressing between
tasks. For an example of the dialogue exchanged between
the tutor and student, see Table 1.

3.1 Participants

Student users (NN = 67) were university students in the
United States recruited from an introductory engineering
course. There were 24 female students and 43 male stu-
dents, with an average age of 18.5 years (s = 1.5 years).
Most (58) of the students were college freshmen. Nearly all
(59) of the students were majors in an engineering discipline,
with 10 from computer science, 6 each from aerospace en-
gineering and electrical and computer engineering, 5 each
from mechanical and electrical, and the remaining students
from disciplines such as civil, industrial, and nuclear engi-
neering, as well as mathematics or physics. The human tu-
tors (N = 5) were primarily graduate students with previous
experience in tutoring introductory computer science.

3.2 Learning Outcomes

The students completed a series of six 40-minute lessons
over the course of four weeks. The present analysis focuses
on data from the first lesson. Immediately prior to and im-
mediately following the completion of each session, students
were administered a content-based pretest and an identical
posttest. The average raw learning gain for the first lesson
was 22.15% (s = 17.7%); for female students the average was
23.65% (s = 15.13%) and for males 21.29% (s = 19.14%).
Normalized learning gain was calculated according to Equa-
tion 1.

0st — pre
post — pre post > pre
. 1—pre
norm_gain = (1)
post — pre
— post < pre
pre
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Figure 1: The tutorial interface for introductory Java programming.

3.3 Facial Expression Data Collection

Interaction data was collected through a set of multi-
modal sensors, including a Kinect depth camera, an inte-
grated webcam, and a skin conductance bracelet, as seen in
Figure 2. Facial expression features were automatically ex-
tracted using a state-of-the-art facial expression recognition
and analysis software known as FACET (commercial soft-
ware previously released under the research-focused Com-
puter Emotion Recognition Toolbox, CERT) [35]. This soft-
ware provides frame-by-frame tracking of nineteen facial ac-
tion units according to the Facial Action Coding System
[34, 21]. These action units include expressions such as AU4
Brow LOWERER, AU15 Lip CORNER DEPRESSOR, AU18
Lip PUCKERER, and AU24 Lip PRESSOR (see Figure 5 for
illustration). For each of these nineteen action units, the
FACET software provides an Evidence measure, suggesting
the chance that the target expression is present, as opposed
to not present.

4. ANALYSIS AND RESULTS

The objective of the present analysis is to investigate how
men and women express affect (particularly through facial
expression) differently during learning. In order to identify
these differences, we first examine the presence of each facial
action unit in the set of female students versus the presence
of each expression in the set of male students, and discuss
the differences that emerge. We explore the possibility that
these differences exist as a result of incoming student char-
acteristics, but find no significant differences across genders.
Finally, we examine the hypothesis that learning gain can be
predicted differently by different affective features for male
and female students.

4.1 Facial Expression Differences by Gender
The statistical comparisons were conducted using stan-

dard Student’s t-tests. Additionally, a Bonferroni correction

p < a/n was applied to control the familywise error rate,

where n = 19 is the number of statistical tests conducted
(one for each facial action unit detected). The FACET Ev-
idence measure for each action unit (see Section 3.3) was
averaged across each student’s session, giving n = 67 rat-
ings per action unit. The results, displayed in Table 2 and
illustrated in Figure 4, suggest some key differences.

In particular, female students tended to express AU15 Lip
CORNER DEPRESSOR (Figure 3b) more frequently than male
students (¢ = —3.852, p = 0.008). On the other hand, male
students were more likely to express AU4 BROW LOWERER
(Figure 3a, t = +3.296, p = 0.015), AU18 LiP PUCKERER
(Figure 3c, t = +4.374, p < 0.001), and AU24 Lip PRESSOR
(Figure 3d, t = +3.208, p = 0.023).

In order to examine whether these differences across gen-
ders may have arisen from other incoming student charac-
teristics, we examined results from the surveys and tests
administered the students prior to any interaction with the
system. We detail each of these instruments below.

First, we considered the possibility that students with
more incoming knowledge in computer science may be more
comfortable with the material presented than those with
less, and therefore may express affect differently throughout
the session. We therefore examined incoming knowledge via
pretest score to determine whether females and males in our
study had different incoming knowledge. Prior to every les-
son, students were given a content pretest on the content
covered in the upcoming lesson. There was no significant
difference between pretest scores between male and female
students (p > 0.99).

Next we investigated whether the facial expression differ-
ences could have arisen from differences in self-efficacy, or
how confident students are in their own ability to complete
tasks and reach their goals. The higher a student’s self-
efficacy, the more she believes that she can succeed academ-
ically. Prior to any interaction with the tutoring environ-
ment, students completed the eight-item New General Self-



When we show you example code, it is not the code you need to write.

Student writes programming code.

TUTOR hang on :)

TuTOR

TuTorR Look at the task again.

Turor YUP

TuTOR  Perfect

TuTor OK. Go ahead and test.
STUDENT

TuTOR

STUDENT Ok

And I don’t need anything in the parentheses?
Line 9 is correct. You do NOT need anything inside the parentheses.

Student compiles and runs code successfully.

Tutor advances to the next task.

Student writes programming code.

When will the output statement display your request to the player?

TuTor Good.
TuTOR Moving on.
TUuTOR Syntactically correct. But there is a logic error
TuTOR
STUDENT AFTER they put in their name
Tutor Exactly

Table 1: Sample dialogue between a tutor and a student occurring in the tutorial corpus.

Females Males
AU4 BrRow LOWERER —0.536 +£0.418 —0.133 £ 0.566
AU15 Lip DEPRESSOR  —0.499 + 0.296 —0.786 £ 0.281
AU18 Lip PUCKERER  —0.5104+0.590  0.136 4 0.556
AU24 Lip PRESSOR —0.353 +£0.358 —0.051 + 0.386

Table 2: Summary statistics (mean + standard deviation)
for significantly different facial expressions across gender.

Efficacy scale [8]. There was no significant difference in self-
efficacy scores between male and female students (p > 0.56)

Finally, we considered the possibility that personality traits
may be influential in facial expression. We measured per-
sonality with the Big Five Factor model of personality, one
of the standard frameworks for identifying personality traits
[22]. Prior to any interaction with the system, students com-
pleted the 44-item Big Five Factor Inventory survey, which
included items to identify Openness, Conscientiousness, Ex-
traversion, Agreeableness, and Neuroticism. We hypothe-
sized that two of these factors may have had an impact on af-
fective expression: Extraversion and Neuroticism. Extraver-
sion is defined as the part of the Big Five Factors that identi-
fies gregariousness, activity, positive emotions, and warmth,
whereas Neuroticism is defined as the part that identifies
anxiety, impulsiveness, and negative emotions [31]. How-
ever, there was no significant difference in either Extraver-
sion or Neuroticism scores between male and female students
(p>0.91).

4.2 Predicting Learning from Facial Expres-
sion

The comparative analyses described above provide evi-

dence that men and women’s facial expressions differ sig-

nificantly during learning, even when incoming knowledge,

self-efficacy levels, and personality do not significantly differ
across genders. Next, we examine the question of whether
different facial action units are predictive of learning gains
in male and female students. In order to answer this ques-
tion, we built two predictive models for learning gain: one
for female students and one for male students. Each feature
described in Section 3.3 was standardized by subtracting
the mean and dividing by the standard deviation. All of
these features were then provided to a stepwise regression
modeling procedure that optimizes the leave-one-student-
out cross-validated R? value (that is, the coefficient of deter-
mination) while at the same time applying a strict p < 0.05
cut-off value for significance. The models are presented in
Tables 3 and 4.

Table 3: Predictive model for standardized normalized
learning gain in female students.

Normalized Learning Gain = R? D
+0.6508 * AU2 OUTER BrROW RAISER | 0.2209 | 0.009
+1.2120 * AU9 NoSE WRINKLER 0.1109 | 0.003
+1.7156 * AU12 Lir CorRNER PULLER | 0.1591 | 0.006
—0.7100 * AU20 LiP STRETCHER 0.0908 | 0.005

—0.9414 (Intercept) 1.000
Leave-One-Out Cross-Validated R? = 0.5817

Four facial expressions are significantly predictive of learn-
ing gain in female students, three of which are positively pre-
dictive (Table 3). The more present that AU2 OUTER BROW
RAISER (Figure 5a) is during the session, the more likely that
the student will achieve a high learning gain at the end of
the session. Similarly, the more that AU9 NOSE WRINKLER
(Figure 5¢) and AU12 LiP CORNER PULLER (Figure 5d) are
present, the more the student tends to learn. Finally, the



Figure 2: Multimodal instrumented tutoring session, including a Kinect depth camera to detect posture and gesture, a webcam
to detect facial expression changes, and a skin conductance bracelet to detect electrodermal activity.

more present AU20 Lip STRETCHER (Figure 5e) during the
session, the less likely that the student will achieve a high
learning gain.

Table 4: Predictive model for standardized normalized
learning gain in male students.

Normalized Learning Gain = R? P
—0.6628 * AU5 UPPER LID RAISER 0.1199 | 0.010
+0.1747 (Intercept) 1.000

Leave-One-Out Cross-Validated R? = 0.1199

Only a single facial action unit was found to be signifi-
cantly predictive of learning gain in male students (Table
4). The more present AU5 UPPER LID RAISER (Figure 5b)
during the session, the more likely the student is to achieve
a high learning gain at the end of the session.

4.3 Contrast Between Predictive Models of
Learning

A widely known limitation of the type of stepwise regres-
sion procedure utilized here is that there can be some varia-
tion in the features selected depending on factors such as the
order of addition of the predictors. In order to investigate
the extent to which the two predictive models of learning dif-
fer in meaningful ways (rather than in subtle feature selec-
tion outcomes) we tested the predictive power of the female
model on the data from male students, and vice versa. First,
we created a comparison model for male students by provid-
ing it only the features that were significant in the female
model. We then trained this comparison model on the male
data. In leave-one-student-out cross-validation, the model
showed no predictive power, with an R? of —0.29. Similarly,
when a model was trained on female data but forced to use

the predictor that had performed best on male data, the R?
was —0.04. In both comparison models, none of the facial
action unit features for the other gender was significantly
correlated with the learning outcome: no p-value for any
feature was lower than 0.62 (p-values greater than 0.05 are
not significant in the regression model).

S. DISCUSSION

A large body of evidence suggests that emotional expe-
rience, nonverbal displays of affect, and societal norms dif-
fer significantly across genders [5]. The present study has
demonstrated differences in facial expression of female and
male students during tutoring, as well as differing facial ex-
pression predictors of learning across genders. These results
have important implications in how learning environments
may adapt and personalize to students of each gender. We
discuss each result and suggest specific directions for follow-
up analyses.

These results reveal particular differences in lower face fid-
geting of female and male students. The female students ex-
hibited facial movements of the corners of the lips that may
have been associated with moments of negative affect or un-
certainty. Male students, on the other hand, exhibited more
facial actions involving the lips themselves—specifically lip
puckering and lip pressing. These facial movements may
also have co-occurred during moments of mental effort or
negative affect. Interestingly, while research on basic emo-
tions would indicate these movements indicate negative af-
fect [21], there is very little empirical evidence regarding
these lip movements in learning contexts. Therefore, a cau-
tious interpretation is that these results provide differential
evidence of how female and male students express moments
of mental effort or uncertainty during learning.

An additional facial action unit, brow lowering, was dis-
played more frequently by male students. This facial move-
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(a) AU4 (b) AU15
BrROW LOWERER Lip CORNER
DEPRESSOR

(c) AU18
Lip PUCKERER

(d) AU24
Lir PRESSOR

Figure 3: Sample frames from the student webcam illus-
trating the facial action unit features appearing significantly
differently in male and female students, as identified by
FACET.

ment has been acknowledged as a key indicator of mental
effort or confusion in learning contexts [17, 36, 23]. This re-
sult provides evidence that male students displayed this fa-
cial movement more frequently, though it is unclear whether
this corresponds to greater affective experience of confusion.
The predictive model of normalized learning gain for fe-
male students provides both positive and negative indicators
of learning. Two of the positive predictors, outer brow rais-
ing (AU2) and nose wrinkling (AU9), have typically been in-
terpreted as indicating negative facial expressions. However,
as noted above, these facial movements may have distinctly
different meanings in the context of learning. As a compo-
nent of empirically identified anxiety, outer brow raising may
occur when students are feeling overwhelmed. However, the
student’s subsequent progress on the learning task deter-
mines learning outcomes. Similarly, nose wrinkling moves
the eyebrows in a similar way to brow lowering and has
been associated with negative affect, such as anger. Again,
in the context of learning, this is more likely an indicator
of mental effort at salient moments of tutoring. Thus, fa-
cial movements that may naively be interpreted as negative
affect are identified here as positive predictors of learning.
The remaining predictors in the model of learning for
female students provide a more straightforward contrast.
Both are highly social displays of emotion, with smiling

(AU12) associated with enjoyment [21] and lip stretching
(AU20) identified as a component of embarrassment [32].
The evidence shows that these facial movements follow the
presumed directions: smiling is predictive of higher learning
gain and the component of embarrassment, lip stretching,
is predictive of lower learning gain. That these socially ori-
ented facial expressions are predictive of female students’
learning seems to be consistent with the notion that females
more openly and richly express emotion.

Male students, on the other hand, had a single predictor,
eyelid opening (AUS5), associated with lower learning gain.
There are several competing interpretations for this predic-
tor: 1) that male students opened eyes wide while being
overwhelmed with the learning task, resulting in lower learn-
ing gains; 2) that widened eyes corresponded to a greater
amount of reading, but this was in turn associated with
extraneous cognitive processing that resulted in less effi-
cient learning; or 3) that eye widening was performed in
an attempt to stave off boredom, which has been found to
be a negative affective state coinciding with lower learning
gain. These competing interpretations offer the possibility
of follow-up studies to determine the specific ways in which
facial expressions co-occur with impactful moments during
tutoring.

Notably, the predictive models of learning included fa-
cial movements that were entirely separate from the com-
parisons of facial expression frequency across the genders.
Female students were found to more frequently display lip
corner fidgeting, while male students puckered and pressed
their lips more frequently. Additionally, male students low-
ered their brows more frequently, which has been noted as
a prominent indicator of mental effort in past research. As
these facial action units were not predictive of learning for
each gender, they appear to indicate more subtle nuances
of facial expression across female and male students. It is
unclear whether societal gender roles would produce these
differences, but automated facial expression recognition pro-
vides a tool to explore how these occur within the context of
learning. These results have highlighted gender differences
in facial expression that are both predictive of learning and
show how nonverbal behavior associated with internal states
relevant to learning (e.g., mental effort) may be expressed
differently across genders.

6. CONCLUSION

Modeling users’ affect during learning is one of the central
challenges for user-adapted systems. Of all the channels
through which affect can be detected, facial expression offers
one of the richest. However, there is significant evidence
that the expression of emotions through facial expression
differs substantially across genders, with women typically
expressing in a somewhat more pronounced way. However,
the ways in which facial expressions during learning differ
between genders is an open question.

We have presented an analysis of a data set of one-on-one
computer-mediated human tutoring in which we collected
students’ facial expressions, automatically tagged them with
facial expression analysis software, and compared the occur-
rence of all facial action units across genders. We found sig-
nificant differences, with females displaying one lower face
movement around the mouth more frequently than men,
while men displayed more brow lowering and different lower
face movements. These findings suggest that women and
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men express moments of mental effort or uncertainty dif-
ferently during tutoring. We also found that indicators of
effort and components of embarrassment were predictive of
women’s learning outcomes, while eyelid opening negatively
predicted men’s learning outcomes. We suggest three poten-
tial explanations as to why this finding would have emerged,
which in future work should be explored to elucidate the
causes.

These results point to several important directions for fu-
ture work. First, it is important to gain a deeper under-
standing of the affective processes that underlie the obser-
vations reported here. Triangulating different modalities in
order to understand how the facial expressions displayed by
learners co-occur with physiological indicators of emotion
will shed light on the affective processes themselves. Sec-
ond, it is important to investigate adaptive strategies that
respond to detected affective states, via either facial expres-
sion or other channels. It is hoped that this line of investiga-
tion will lead to a more complete understanding of learning-
centered affective processes, reveal how they differ across
genders, and lead to gender-sensitive user-adaptive learning
support.
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