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ABSTRACT
Platforms such as Google DialogFlow and Amazon Lex have en-
abled easier development of conversational agents. The standard
approach to training these agents involve collecting and annotating
in-domain data in the form of labelled utterances. However, obtain-
ing in-domain data for training machine learning models remains
a bottleneck. Schema-based dialogue, which involves laying out a
structured representation of the flow of a “typical” dialogue, and
prompt-based methods, which involve writing instructions in natu-
ral language to large language models such as GPT-3, are promising
ways to tackle this problem. However, usability issues when trans-
lating these methods into practice are less explored. Our study
takes a first step towards addressing this gap by having 23 students
who had finished a graduate-level course on spoken dialogue sys-
tems report their experiences as they defined structured schemas
and composed instruction-based prompts for two task-oriented
dialogue scenarios. Through inductive coding and subsequent the-
matic analysis of the survey data, we explored users’ authoring
experiences with schema and prompt-based methods. The findings
provide insights for future data collection and authoring tool design
for dialogue systems.

CCS CONCEPTS
• Human-centered computing → User studies; Usability test-
ing; • Computing methodologies→ Discourse, dialogue and
pragmatics.
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1 INTRODUCTION
Large language models like T5 [19] and GPT-3 [3] have significantly
streamlined the development of task-oriented dialogue systems.
However, two main challenges hinder the widespread adoption
of conversational agents in new domains: 1) the requirement of
machine learning expertise for training or fine-tuning language
models on specific dialogue tasks, and 2) the limited availability of
labeled in-domain training data [4].

Commercial platforms such as Google DialogFlow and Amazon
Lex attempt to address the first challenge by offering user-friendly
development interfaces that cater to machine learning non-experts.
However, these platforms generally rely on fragmented pipeline
architectures, which may compromise the full potential of the re-
sulting dialogue system. Furthermore, their performance is heavily
dependent on the presence of substantial in-domain training data
[22].

In response to the second challenge of data scarcity, data-efficient
machine learning approaches that require only a handful of demon-
strations (termed “few-shot learning”) have emerged [23]. Until
recently, few-shot learning methods primarily focused on learn-
ing models for individual components within a dialogue system’s
pipeline, such as natural language understanding [18], dialogue
state tracking [5], and response generation [18]. The special case of
few-shot learning where the model requires zero demonstrations is
called “zero-shot learning [21].” In contrast to the approaches that
seek to develop *-shot models in a piecemeal fashion for each mod-
ule, this study examines two general-purpose paradigms that allows
designers to specify the overall behavior of dialogue agents that
have gained traction in recent years: structured dialogue schemas
and instruction-based natural language prompts.

1.1 Dialogue Schemas
A dialogue schema in the context of task-oriented dialogue is a
structured representation of the conversation flow, and can capture
the key entities (also known as ’slots’), their relationships, and the
potential paths a user can take to accomplish a specific task or goal
in the dialogue. For instance, in the context of a hotel-reservation

https://orcid.org/0000-0003-4066-5456
https://orcid.org/0000-0002-3622-0967
https://doi.org/10.1145/3571884.3604310
https://doi.org/10.1145/3571884.3604310
https://doi.org/10.1145/3571884.3604310
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3571884.3604310&domain=pdf&date_stamp=2023-07-19


CUI ’23, July 19–21, 2023, Eindhoven, Netherlands Amogh Mannekote, Mehmet Celepkolu, Joseph B. Wiggins, and Kristy Elizabeth Boyer

dialogue, the slots could include the number of people to book
the room for, the duration of stay, and the check-in date. Schema-
based approaches facilitate knowledge transfer across previously
unseen domains using a minimal number of training examples
[1, 16, 20]. The primary focus of current research in this area is
model development [6, 11, 12, 14, 17]. However, to truly extend the
applicability of dialogue schemas beyond research settings and into
broader development environments "in the wild" [10], it is crucial
to address the challenges of transforming these schema formats
into practical and user-friendly interfaces.

1.2 Instruction-Based Prompts
The rapid advancements in large language models’ capacity to
interpret natural language instructions have sparked a significant
increase in the use of instruction-based prompts [15] for executing
various NLP tasks in a zero-shot manner [13]. While prompts can
adopt diverse forms, including in-context examples, employing
natural language instructions is particularly fitting for developing
dialogue agents. This approach mirrors how humans learn and are
instructed to communicate in new domains, such as when a human
customer service representative is trained to handle support for a
novel product.

Both schemas and instruction-based prompts serve as potent tools
for democratizing the creation of task-oriented dialogue systems
by significantly lowering the technical barrier associated with de-
veloping such an agent. To accomplish this goal, it is imperative
for researchers to delve deeper into the usability issues associated
with these formats, going beyond the exclusive focus on model per-
formance metrics. As a preliminary effort towards gaining valuable
insights, we conducted an exploratory research study to answer
the following research question: What are the usability trade-offs
and issues involved in authoring a task-oriented dialogue agent us-
ing schemas and instructional prompts? To answer this research
question, we introduced two hypothetical dialogue scenarios in
a taxi ride-booking domain. We presented both scenarios to our
participants and asked them to author dialogue agents for each
scenario using both a schema and an instruction-based prompt.

2 METHODS
To explore our research question, we conducted an IRB-approved
study involving 23 participants by asking them to author task-
oriented dialogue agents using both schema-based and prompt-
based interfaces and asked them to report their experiences. The
study focused exclusively on participants’ self-reported experiences,
which were gathered through post-surveys, to analyze the usability
of schema-based and prompt-based authoring methods for dialogue
systems. Although the study produced artifacts in the form of writ-
ten instructions and constructed schemas, we chose not to conduct
an in-depth analysis of these because the primary evaluation cri-
terion for authored instructions or schemas should be the model
performance on dialogue tasks. However, during the study period,
both schema-based and prompt-based dialogue models were in their
nascent stages, rendering performance assessments premature.

2.1 Study Procedure
We provided participants with two dialogue scenarios. For each
scenario, they first defined their dialogue agent using an instruction-
based prompt. Then, they defined the agent using a dialogue schema
of their choosing (Procedural or Declarative, both described in
Section 2.3). In total, each participant carried out four authoring
activities in a session. The study was conducted remotely via Zoom
(the study was hosted as a web application) and was constrained
to a 90-minute time-frame; however, participants could complete
their activity ahead of schedule and conclude the session.

2.2 Dialogue Scenarios
Each participant developed task-oriented dialogue agents for two
scenarios in the taxi ride-booking domain. Each scenario required
participants to create a dialogue agent using a structured dialogue
schema as well as an instruction-based prompt. The scenarios are
briefly described below (the full text of the scenario descriptions
are given in Appendix A).

Scenario 1: Adding Service Tiers to an Existing Ride-Booking Flow.
In this scenario, participants were informed that the taxi service
provider intended to offer three different service tiers (XL, Share,
and Regular) to their customers. The goal was to adapt an existing
dialogue flow for booking a taxi ride by adding a new slot that
captured and utilized the customer’s preferred ride tier.

Scenario 2: Integrating a Ride Cancellation Feature. In this sce-
nario, participants were asked to incorporate a new functionality
into the existing taxi ride-booking system, allowing users to cancel
previously booked taxi rides. When processing a ride cancellation
request, the system needs to follow a series of steps: 1) obtain the
customer’s name and phone number 2) make an API call to fetch the
Booking ID and any associated cancellation fees, 3) notify the cus-
tomer of any applicable cancellation charges, 4) get the customer’s
confirmation to proceed with the cancellation, and 5) perform a
second API call to finalize the cancellation process.

2.3 Schema Formats
In this study, we investigated the usability of two prominent schema
formats, both of which are grounded in established benchmark
datasets for schema-based dialogue systems. We refer to these for-
mats as the Procedural and Declarative formats.

Initially, both formats were represented as raw JSON objects,
which can be difficult and error-prone to edit. To address this issue,
we developed two block-based programming interfaces1, each cor-
responding to one of the schema formats, providing our participants
with a more accessible authoring interface.

Procedural Schema. The Procedural schema, derived from the
STAR dataset by Mosig et al. [16], represents a dialogue domain as
a directed graph similar to a flowchart. It consists of nodes repre-
senting user utterances, system responses, or backend service calls.
Nodes linked to user utterances or system responses are connected
to example utterances. Figure 1 shows a section of the block-based
interface for the Procedural schema.

1These block-based interfaces were created utilizing Blockly
(https://developers.google.com/blockly).

https://developers.google.com/blockly


Exploring Usability Issues in Instruction-Based and Schema-Based
Authoring of Task-Oriented Dialogue Agents CUI ’23, July 19–21, 2023, Eindhoven, Netherlands

Figure 1: A sample snippet of the Procedural schema, which
is based on the STAR dataset from Mosig et al. [16].

Figure 2: A sample snippet of the Declarative schema, which
is based on the Schema-Guided Dialogue (SGD) dataset from
Rastogi et al. [20].

Declarative Schema. TheDeclarative format, based on the Schema-
Guided Dialogue (SGD) dataset by Rastogi et al. [20], aims to im-
prove model generalization by linking intents and slots in the dia-
logue system’s ontology to succinct natural language descriptions.
Figure 2 presents an example of the block-based interface designed
for the Declarative schema format.

2.4 Participants
Our study aimed to select participants familiar with dialogue system
concepts, specifically intents and slots. We recruited 23 undergrad-
uate and graduate students (18 male, 5 female) who completed
an spoken dialogue systems course. The course covered concepts
related to the linguistics of conversation, dialogue interface de-
sign, components of a standard dialogue systems, and fundamental
machine learning and NLP concepts. As part of their final evalu-
ation, the course required students to create their own dialogue
agents throughout the semester and live-test it with their peers.
The participants were recruited through a course discussion board
announcement. Participants earned 2% course credit for their in-
volvement in the study.

2.5 Instruments
Pre-Survey. At the outset of the study, participants completed a

pre-survey in which they reported basic demographic information
to self-assess their proficiency in three areas: (1) creating virtual
assistants using platforms such as Google DialogFlow, (2) general
programming abilities, and (3) understanding of machine learn-
ing concepts. Subsequently, participants watched two brief video
tutorials that demonstrated how to use two custom block-based in-
terfaces to define Declarative and Procedural schemas respectively.
The block-based interfaces were designed by us to offer partici-
pants a user-friendly way of defining the schemas. We describe the
interfaces in detail in Section 2.3.

Post-Survey. Upon completion of the developmental tasks (de-
scribed below), participants filled out a post-survey that consisted
of: 1) a questionnaire designed to appraise the usability of the block-
based interfaces for schema definition, utilizing the System Usabil-
ity Scale [2] and 2) a survey asking for participants’ open-ended
feedback on their experiences of creating schemas and crafting
instruction-based prompts. The complete set of questions asked in
the latter part of the survey is shown in Table 1.

1. Which schema did you choose for the first scenario of adding
the tiers? (Procedural-based or Declarative-based)? Why did
you pick that one over the other?

2. Which schema did you choose for the second scenario
of adding the cancellation capability? (Procedural-based or
Declarative-based)? Why did you pick that one over the other?

3. How would you compare writing the instructions to building
a schema for the first scenario (adding a tier)?

4. How would you compare writing the instructions to building
a schema for the second scenario (adding the cancellation capa-
bility)?

Table 1: The post-survey questionnaire included the above four
questions to elicit open-ended feedback from participants about the
authoring interfaces.
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2.6 Data Analysis
We used an inductive coding process [8] to analyze the open-ended
responses from the post-survey. First, two researchers conducted
open coding on all of the transcripts. Then, the primary coder,
in consultation with another researcher, iteratively derived three
themes from participants’ open-ended responses.

3 RESULTS
Out of 23 participant-defined block-based programs, 18 were suc-
cessfully compiled into schemas, while 5 had minor issues like
orphaned blocks or improper text formatting within the blocks.
Based on the System Usability Scale results, we found that par-
ticipants were generally satisfied with the block-based interface
for both scenarios. There was no statistical difference between the
reported SUS scores for the two scenarios (𝑝 = 0.20). Table 2 shows
the details of the 𝑡-test performed.

To analyze the responses to the open-ended survey items, we
first grouped the response-units based on the interface that it per-
tains to, and then identified individual themes under each of them
(as described in Section 2.6). In total, we derived three themes from
inductively coding the participants’ responses: 1) Cognitive Scaf-
folding 2) Effort, and 3) Precision and Expressivity. We elaborate
each of these in detail below.

Table 2: Result of a paired t-test between SUS scores for the
two scenarios of 1) including a service tier (modifying an
existing schema), and 2) adding a ride cancellation feature
(creating one from scratch).

Scenario 1 Mean (SD) Scenario 2 Mean (SD) p-value
74.18 (11.67) 69.70 (17.99) 0.20

3.1 Cognitive Scaffolding
When developing a dialogue agent for a real-world task, the key
decisions that need to be made include the types of information
that needs to be collected from the end-user, the set of supported
intents, and other factors such as phrasing of the utterances. A
dialogue system authoring interface can offer the dialogue system
designer various kinds of scaffolding to reduce the cognitive effort
in translating their understanding of the dialogue into a working
agent.

Instruction-based Prompts. Seven participants reported that a
blank text-field fell short in helping them think through the specific
pieces of information that needed to go into their instructions.
Of particular note was the concern around the lack of scaffolding
provided by a blank text-field in thinking through fine-grained
details of the dialogue flow. For example, P18 reported, “building a
schema . . . is definitely a more comprehensive and effective way, since
you will get lost while writing a long paragraph of text but still miss
important information.”

Procedural Schema. The majority of participants (13 out of 23)
appreciated the resemblance of Procedural schemas with an actual
conversation, stating that it allowed them to play out a conversation
in their head. For example, according to P6, “. . . there are multiple

things which would be considered only when you go through a live
conversation which the Procedural schema definitely helps with.” In
addition, P6 also found Procedural schema “visually appealing.”

Declarative Schema. Three participants (P2, P11, P10) attributed
their aversion to the Declarative schema to the abstract nature
of thinking about the dialogue flow in terms of intents and slots.
However, two participants who did prefer the Declarative schemas
(P12, P18) said that thinking about the dialogue flow in a declara-
tive way freed them up from having to worry about the specific
order in which the slots had to be requested as well as the natural
language phrasing of the utterances. In this regard P12 said that
the Declarative schema offered “more flexibility regarding the way
information is obtained.”

3.2 Effort
This theme encompasses findings related to both the duration of
time as well as the cognitive effort involved in authoring an agent.

Instruction-based Prompts. Perceptions about the effort involved
in writing instruction-based prompts differed depending on which
of the two scenarios was in question. Four participants (P1, P3,
P15, P18) reported that writing instructions for Scenario 1 was
quite straightforward since they only had to mention the three
tiers. However, Scenario 2 was seen as significantly more com-
plex and participants felt that unambiguously writing instructions
putting significant thought into it. Even then, many felt it was
“long-winded”.

Procedural Schema. Although the amount of manual effort was
not reported as an issue when it came to Scenario 1, five participants
stated that defining a Procedural schema for Scenario 2 (in which
they had to define a complete dialogue flow from the ground up)
was tedious. For example, P3 responded by saying, “Adding the
cancellation capability via schema was fairly straightforward with
the Procedural schema, but it was time consuming and a bit tedious.”

Declarative Schema. Three participants reported the Declarative
schema to be less labor-intensive than the Procedural schema. For
example, P2 said that the Declarative schema was “less cumber-
some”, while P18 said that it was “simpler and higher-level than the
Procedural schema.”

3.3 Precision and Expressivity
Having fine-grained control over minute details of the dialogue
flow is an important factor in a dialogue authoring format. Under
this theme, we report the participants’ responses on the level of
precision and expressivity that each authoring format provided
them. Participants made no direct comments about the expressivity
(or the lack thereof) of the Procedural schema.

Instruction-based Prompts. Six participants felt that natural lan-
guage instructions inherently left room for ambiguity and misinter-
pretation, particularly in Scenario 2. This can be summed up well
in the following response from P11: “I think the cancellation process
had more structure (must do A before B) whereas selecting the tier is
far less structured of an interaction, making it easier to describe in
words succinctly.”
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Declarative Schema. Two contrasting perspectives emerged con-
cerning the expressivity of the Declarative schema. The first view-
point (P2, P4, P10, P11) considered the inability to create complex
dialogue flow patterns, such as loops and conditional branches, as
a limitation on the schema’s expressivity. On the other hand, the
second perspective (P8, P9, P12, P18) argued that delegating control
logic to the underlying model was a more sensible approach, as
manually crafting dialogue flow could potentially lead to brittleness.

4 DESIGN IMPLICATIONS
These findings suggest a few general design implications for the
development of authoring tools for defining task-oriented dialogue
agents.

Combining Strengths of Different Interfaces. Our findings suggest
that while instruction-based prompts often fall short in helping par-
ticipants think through the specific pieces of information needed,
the Procedural schema excelled at it. At the same time, schemas
(particularly the Declarative schema) ran the risk of being seen as
complex and code-like compared to writing instructions in English.
For example, the Procedural schema could be used when authoring
an agent for a brand new scenario from scratch, while the Declara-
tive schema can be used to make edits to an existing agent.

Reducing Effort in Dialogue Authoring. According to our findings,
participants’ reported effort for writing instruction-based prompts
and creating schemas varied depending on the complexity of the
task. In order to create a more user-friendly authoring experience,
it is important to design interfaces that minimize cognitive and
manual effort, particularly for complex tasks. This could include
features such as drag-and-drop components, reusable templates, or
visual aids.

Model Transparency. People are known to adapt their language
based on their audience’s interpretative capability [7]. This is ev-
ident from the participants’ mixed interpretations of the level of
explicitness and specificity required while writing instructions. In
the case of schemas, too, we observed similar trends. Therefore, the
choice of authoring formats should not be considered in isolation,
but rather, in tandem with the capabilities of the model interpreting
it.

5 LIMITATIONS AND FUTUREWORK
This preliminary study has several limitations, which can inform
future research directions. First, while we focused on instruction-
based prompts, providing a handful of “in-context” examples is
another widely used prompting technique in tandem with large
language models [3, 9]. A user study comparing instruction-based
and example-based prompts can shed light on the pros and cons of
these two prompting methods. Second, participants in our study
were asked to author the agent before encountering any real-world
examples of dialogues. However, in the real-world, building dia-
logue systems is not a one-time activity, but an iterative process
where the agent’s training data and behavior is constantly modified
even post-deployment as more conversation logs become avail-
able. Finally, our study was conducted before the public release of
a powerful instruction-tuned model such as GPT-3.5, so schema
and prompt creation were not connected to an actual model. It

would be beneficial to perform a similar experiment using a work-
ing model, enabling a more thorough evaluation of schema and
prompt authoring in practical contexts.

6 CONCLUSION
This study critically evaluated the user experience associated with
three distinct dialogue system authoring interfaces: Instruction-
based Prompts, Procedural Schema, and Declarative Schema. Partic-
ipants reported varying levels of cognitive load, precision, and com-
prehensibility across these interfaces. Instruction-based prompts
were seen as easily approachable yet lacking in detailed guidance,
leading to potential omissions and ambiguities. Procedural schema
resonated with the participants due to its conversational mirroring,
but was viewed as labor-intensive for intricate scenarios. Declara-
tive schemas, despite offering flexibility and higher-level simplicity,
were perceived as abstract and occasionally insufficient for com-
plex dialogue flows. These findings underline the need for a user-
oriented approach in the development of dialogue authoring tools,
amalgamating the strengths of each interface to achieve a balance
between simplicity, flexibility, and depth. We anticipate that these
insights will spark discourse in the conversational user interface
and dialogue system research communities, emphasizing the im-
portance of usability in designing developer tools and formulating
benchmark datasets.
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A DESCRIPTIONS PROVIDED FOR THE
SCENARIOS

Participants were directed to write natural language instructions for
both scenarios using the text in Section A.1. The texts in Sections
A.2 and A.3 were used to describe the dialogue scenarios to the
participants.

A.1 Directions Given to the Participants
Your job is now to write instructions (similar to, say, how you would
write an email to a human) to an agent directing it to ask customers
which tier they want to book a ride in during every call. Make sure
that your instructions can be clearly understood.

A.2 Scenario 1
Foober’s management has recently introduced three tiers for rides
("XL", "Share", and "Regular") instead of having just a single tier.
Your CEO wants your customer service agents to ask customers
which tier they want to book a ride in during every call.

The way that your customer service agents work is by filling
out a form with the customer’s details (such as their name, phone
number, pick-up and destination locations, etc.). The form was
created by your company’s developers. Now they have included a
new field for the tier.

A.3 Scenario 2
Foober drivers are increasingly irate that their customers are no
longer present at the location when they arrive. They feel that
this is partly due to Foober not offering their customers an option
to cancel the cab if needed. Foober’s management has instructed
you to allow callers to cancel the cab if they need to. However,
to prevent riders from cancelling last minute, Foober has decided
to charge a cancellation fee of $10.00 if the rider does not cancel
within the first 5 minutes of booking.

The engineering backend team has already developed TWO
forms for the agents to fill out when creating a cancellation request.

The first form allows the agent to enter the customer details and
check whether they have a ride already booked and if so, it will
return the Booking ID and whether it will cost them anything to
cancel the ride.

The second form allows the agent to actually cancel the ride
using the Booking ID.
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