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ABSTRACT
Supporting learning with rich natural language dialogue has
been the focus of increasing attention in recent years. Many
adaptive learning environments model students’ natural lan-
guage input, and there is growing recognition that these
systems can be improved by leveraging multimodal cues to
understand learners better. This paper investigates multi-
modal features related to posture and gesture for the task of
classifying students’ dialogue acts within tutorial dialogue.
In order to accelerate the modeling process by eliminating
the manual annotation bottleneck, a fully unsupervised ma-
chine learning approach is utilized for this task. The results
indicate that these unsupervised models are significantly im-
proved with the addition of automatically extracted posture
and gesture information. Further, even in the absence of any
linguistic features, a model that utilizes posture and gesture
features alone performed significantly better than a majority
class baseline. This work represents a step toward achieving
better understanding of student utterances by incorporating
multimodal features within adaptive learning environments.
Additionally, the technique presented here is scalable to very
large student datasets.

Categories and Subject Descriptors
K.3.1 [Computers and Education]: Computer Uses in Ed-
ucation; I.2.7 [Artificial Intelligence]: Natural Language
Processing—Discourse

General Terms
Human Factors
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Text-based learning analytics, Multimodal learning analytics,
Tutorial dialogue, Dialogue act modeling
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1. INTRODUCTION
The research community has endeavored for several decades
to build effective systems that support learners [44]. Within
the learning analytics community, there has been significant
work on analyzing students’ clicking behavior [46], engage-
ment [9], interactions with the learning environment [1], and
textual analysis [26, 38] to understand how students learn
and how best to support them. Textual natural language
data is a rich source of information that can support these
goals.

Understanding students through their natural language has
been the focus of researchers for a broad range of goals includ-
ing assessing students’ science competency [26], identifying
exploratory dialogue [16], identifying idea distribution [10]
and relating student posts to knowledge creation [8]. For
this paper’s goal of improving natural language interaction
in a learning environment, the focus is specifically on iden-
tifying dialogue acts, which represent the communicative
intentions of each utterance [37, 40]. These dialogue acts
have been shown to be correlated with learning [42]. For
example, “[the task] just means to assign the name right?”
and “spaces or no spaces?” are both questions, and the goal
of dialogue act classification is to automatically detect their
types. Automatically identifying dialogue acts has long been
a goal for dialogue researchers [39], yet only very recently
have multimodal features been considered for this task.

Dialogue act classification is a very important area of
research not only for automated systems that adapt to learn-
ers, but also for understanding the processes that underlie
learning. For example, dialogue act analysis can reveal pat-
terns that are particularly effective for supporting students
with varying levels of self-efficacy [45], different personality
profiles [41], and different learner characteristics [29]. For
adaptive systems, dialogue act classification is a crucial step
toward providing rich natural language within tutoring sys-
tems that can bridge the gap between one-on-one tutoring
and automated learning environments [17]. Moreover, scal-
able dialogue act modeling techniques can be applied across
massive student data, lending insights into how people learn
at scale.

Multimodal learning analytics incorporate features of dif-
ferent categories into the learning analytics tasks [3]. Some
categories of multimodal features, including posture [21] and
facial expressions indicating confusion [5], have been found
useful for dialogue act classification. However, these prior
approaches have relied upon supervised machine learning
techniques, which suffer from a manual annotation bottleneck
that is problematic for scaling these models across domains



or even across corpora. Therefore, how to utilize multi-
modal features within unsupervised dialogue act models is
an important open research question. Unsupervised machine
learning approaches hold great promise for addressing this
shortcoming by eliminating the need for dialogue act taxon-
omy engineering and manual labeling of utterances [11,15].
In addition, the groupings produced by unsupervised models
are fully data driven, which may differ from manual labels
and provide important insights into the data.

This paper presents the first model to incorporate multi-
modal features into an unsupervised dialogue act classifier
for the learning analytics domain. Motivated by the impor-
tance of analyzing the process of learning rather than the end
product only [2], we analyze posture and gesture features of
students in the course of tutoring and utilize this information
to enhance our understanding of student dialogue. The re-
sults demonstrate that information about students’ posture
and gesture significantly improves dialogue act classification
performance when judged against gold standard dialogue
act labels. Furthermore, analyses show that utilizing solely
posture and gesture lead to better performance than majority
baseline chance, even in the absence of any linguistic infor-
mation about the utterances being classified. This finding
highlights the importance of multimodal features for building
rich understanding models of student utterances. This work
is a step toward developing tutorial dialogue systems that
rely on unsupervised models to provide flexible and effective
dialogue to support learning. Moreover, the techniques in-
vestigated here have broad application for modeling natural
language interactions that support learning because the mod-
eling does not utilize manual labels: the clustering is fully
data-driven and the multimodal features are automatically
extracted, making it scalable for massive student data across
domains.

2. RELATED WORK
A growing body of findings indicates that multimodal features
play an important role in learning analytics [3]. Empirical
studies suggest that multimodal approaches are promising for
assessing learners’ interaction experience [24]. Research has
proceeded to identify relationships between multimodal cues
and cognitive-affective states [19] and learning itself [48,49].

The importance of multimodal features in dialogue has
been widely observed. For example, gaze and gesture help
with modeling the flow of conversation while showing the
relation of dialogue acts to turn taking [4]. The importance
of nonverbal cues is also widely observed for discovering con-
versational patterns [23] and for determining the addressee
of an utterance [43].

Specifically, posture has been shown to be promising for
recognizing affective states such as boredom, frustration [47]
and disengagement [12,33,36]. Automatic tracking of these
posture features has improved substantially, allowing extrac-
tion of these features both from two-dimensional [12, 36]
and three-dimensional [19] video using computer vision tech-
niques. Following the line of investigation into postural
features, gestural features have also gained attention from
the community. Motivated by the cultural influence of ges-
tures [28], they have also been studied in the intelligent
tutoring systems community [18,33,47]. Gestures are related
to student affective states: one-hand-to-face gestures are as-
sociated with less negative affect whereas two-hands-to-face
gestures are associated with reduced focus [19]. The growing

body of work in posture and gesture motivates research on
dialogue incorporating these multimodal features.

From a dialogue perspective, dialogue act classification,
the task of inferring the action and intention underlying
utterances, has been extensively studied [32,39]. There is a
rich body of work on supervised dialogue act classification
techniques where a machine learner is trained on manual
dialogue act tags. However, the work utilizing nonverbal
cues constitutes a very small subset of that larger body of
work, with acoustic and prosodic cues [25,32], facial expres-
sions [5], pointing gestures [7] and body posture [21] among
the modalities that are found promising. There is a much
smaller body of work on unsupervised dialogue act modeling,
most outside of the educational domain [13,34]. It is crucial
to utilize fully data-driven methods for modeling student
utterances for rapid development of adaptive systems. This
paper is the first to consider these multimodal cues for inclu-
sion within unsupervised dialogue act classifiers for learning
analytics with the overarching goal of understanding students
better [11,15].

3. CORPUS
Tutorial dialogue is one of the most effective means of sup-
porting human learning and is an important source for textual
learning analytics. The work reported in this paper uses a
tutorial dialogue corpus collected in a computer-mediated
textual environment for task-oriented tutoring of introduc-
tory computer science. The corpus consists of student-tutor
interactions while collaborating on computer programming
problems in the Java programming language (see Table 2
for an excerpt). This corpus reflects effective tutoring, with
students correctly answering 49% of missed pretest questions
on the posttest and demonstrating positive overall learning
gain (p<0.001).

As shown in Figure 1, the interface consists of four panels:
the task pane where the tasks to be completed are explained,
the code pane in which the students implement their solutions,
the output pane where students could see the output of
compiling/running their programs, and the dialogue pane
which allowed tutor-student textual dialogue.

The multimodal corpus includes 1,443 student dialogue
utterances which were manually annotated in prior work (see
Table 1) [21]. There are 7 manually labeled dialogue act tags
in the corpus: Answer (“A”, 43.28% —the majority baseline),
statement (“S”, 20.46%), acknowledgment (“ACK”, 20.2%),
question (“Q”, 14.16%), clarification (“C”, 0.9%), request
for feedback (“RF”, 0.5%) and other utterances (“O”, 0.5%).
Because the focus of this paper is on unsupervised dialogue
act classification, these dialogue act tags are only used for
evaluation purposes with held-out cross-validation test data,
while the models are built on unlabeled data.

The students (n=37) were recorded with Kinect cameras
(Figure 2), and the videos were processed to extract posture
and gesture features. In prior work, the posture features
were calculated from head and torso distances and gesture
features include one-hand-to-face and two-hands-to-face and
the performance of these algorithms compared to manual
tags was 92.4%, indicating high reliability [19].

4. FEATURES
The goal of this work is to investigate the extent to which
posture and gesture features improve unsupervised dialogue



Figure 1: The JavaTutor tutorial dialogue interface with four panels.

Figure 2: The workstation with Kinect depth-sensor,
webcam and tutorial dialogue interface.

act models. Because the parallel streams (student coding ac-
tivities, multimodal features, and dialogue) offer rich sources
of information, we hypothesize that models of student utter-
ances highly benefit from utilizing these features. Four sets
of features were considered within the experiments. Three of
these sets—lexical, dialogue-context and task features—have
been shown to improve unsupervised dialogue act classifica-
tion in prior work [14]. The fourth set consists of multimodal
features of posture and gesture.

Lexical Features. Words and punctuation of each student
utterance are provided to the model. Because the overarching
goal of dialogue act classification is to understand learners
effectively in real-time systems, features such as part-of-
speech tags which are time-consuming to extract and have
been observed not to improve the accuracy of some dialogue
act models [6] are omitted, leaving only unigrams and word-
orderings for consideration.

Dialogue-Context Features. Four dialogue-context fea-
tures shown useful in prior work [21] are included in the
model: utterance position in relation to the beginning of the
dialogue, utterance length, author of the previous dialogue
message (tutor or student), and previous tutor dialogue act.



Student Dialogue
Act

Example Distr.
(%)

Answer (A) pretty good, just a lot
of homework

43.28

Statement (S) it’s very interesting
to me

20.46

Acknowledgement
(ACK)

alright 20.20

Question (Q) how can the errors be
fixed?

14.16

Clarification (C) *html messing 0.90
Request for Feedback
(RF)

better? 0.50

Other (O) haha 0.50

Table 1: Student dialogue act tags, sample utter-
ances and their frequencies.

Because in a tutorial dialogue system the tutor moves are
system-generated, their dialogue acts are known. We use the
previous tutor dialogue act as feature in our models. This
type of dialogue history has been shown effective for dialogue
act classification [7, 14,27,35].

Task Features. The parallel task stream present in tutorial
dialogue is a rich information source that may not be directly
represented in the dialogue. This stream consists of task
actions, in our case compiling, running of code, changing
code and sending messages. Utilizing these features can help
capture the whole dialogue in a more comprehensive man-
ner. To do this, we use interaction traces between tutors
and students to obtain task features that can help the dia-
logue act classification task [14]. The programming activities
logged throughout the course of tutoring include the previous
task action preceding each student utterance (composing an
utterance, writing/compiling/running code), the status of
the most recent coding action (begin, success, error, stop,
input sent), number of messages sent since the beginning of
the task, and number of errors present in the student code.

Posture Features. Four posture features are utilized: head
distance (distance between camera and head), mid torso,
lower torso, and the average of these three features [19] as
shown in Figure 3. Approximately eight frames per second
were recorded from a Kinect depth camera. However, ut-
terances occur less frequently. Because the granularity of
posture features are different from granularity of utterances,
representation constitutes a challenge. We take the average
of the feature values ten seconds before an utterance and ten
seconds after the previous utterance, which is the minimum
granularity that allows us to observe change in the features.

Gesture Features. The gesture features include two differ-
ent hand-to-face features: one-hand-to-face (see Figure 4)
and two-hands-to-face (see Figure 5) indicating the hand po-
sitions of students [20]. For matching the gesture features to
utterances, we count the number of values detected between
two utterances within a ten-second frame. For instance, for
a particular utterance, the number of times the one-hand-
to-face feature gets detected after the previous utterance of
that particular utterance is counted which allows us to match
gesture features to each utterance.

Student modifies code.
Student receives a compile error.
One-hand-to-face gesture recognized.

Student : which do i put first? [Question]
Tutor : try it. [Statement ]

Change in head depth detected.
Student receives a compile error.

Tutor : what you had was close. [Statement ]
Tutor : go back to that [Statement ]

Student modifies code.
Student compiles code successfully.

Student : is the order wrong? [Question]
Tutor : no, the literal is just [Statement ]
Tutor : Player’s name is [Statement ]

Student modifies code.
Tutor : dont put your name [Hint ]

Student runs the code successfully.
Tutor : that is excellent. [Positive Feedback ]
Tutor : i could tell a lot of learning was going on
[Statement ]

Change in mid-depth detected.
Student : it’s very interesting to me [Statement ]
Tutor : good. you are good at it. [Statement ]
Tutor : try things. make mistakes. learn. [Statement ]
Tutor : one more screen. [Statement ]

Table 2: Excerpt of dialogue from the corpus and
the corresponding dialogue act tags.

5. METHODOLOGY
For unsupervised classification of dialogue acts, we use a
framework that calculates similarities between utterances
using their longest-common-subsequences (explained later
in this section) and then utilize those similarities within k-
medoids clustering [14]. For features other than the lexical
features (task, dialogue-context and multimodal features) we
use Cosine similarity, which captures similarity independent
of the length of utterances. K-medoids is a widely-used
clustering algorithm that groups utterances according to their
closest centroids within clusters [30]. For this algorithm, the
number of clusters needs to be selected. k=5 was found to
be the optimal number of clusters in prior work by using the
Bayesian Information Criterion, which penalizes the number
of parameters the model uses [14].

In addition, our prior work for representing dialogue his-
tory, which was shown to significantly improve upon the
prior performance of unsupervised dialogue act models, is
adopted in this work [14]. Specifically, we branch the cluster-
ing model by student utterances according to the previous
tutor dialogue acts. Nine branches of student utterances are
formed, one for each tutor dialogue act. In this way, the
student utterances in the training set are clustered while
taking the previous tutor move into account. Each branch
has student utterances that share the previous tutor dialogue
act and therefore are more granular for clustering. Then,
clustering is performed within each branch. Note that each
student utterance is clustered only with utterances that had
the same previous tutor dialogue act.

Classifying test utterances. Once we have the clusters
that are produced using the branching and clustering tech-
nique in the training set, each unseen utterance from the test



Figure 3: Output of the posture algorithm.

set is classified using the model created in training. For each
utterance in the test set, we choose the branching that it
should follow in the existing model according to its previous
tutor dialogue act. Having chosen the branching, the average
distance between the target utterance and each cluster in
the clustering group is calculated, where the clustering group
represents all clusters in that particular branch. The dis-
tance from the target utterance to utterances in each cluster
is calculated and divided by the number of utterances in
each cluster, producing one average distance to each cluster.
The closest cluster which has the smallest average distance
determines the target utterance’s dialogue act. For instance,
if the previous tutor dialogue act of the test utterance was a
statement, then the utterance is modeled within clusters that
shared the same previous tutor dialogue act in the training
set. The process is depicted in Figure 6 where the student
utterance to be classified is ui with its posture and gesture
features pi and gi respectively. The branching is done based
on the previous tutor utterance of ui (ut−1) and the chosen
branch is used for clustering ui. Using this framework which
has been shown to outperform previous state-of-the-art unsu-
pervised dialogue act classifiers [14], the experimental results
(Section 6) will demonstrate the additional benefit of using
multimodal features for dialogue act classification.

Distance metric. For calculating similarities between
utterances, we take word ordering into account to better
capture the underlying intentions of each utterance. As an
example, consider two utterances ‘I should declare a variable’
and ‘should I declare a variable’. These two utterances have
the same set of words when compared with a bag-of-words
approach that does not take the order of words into account.
However, the first utterance is a statement whereas the latter
is a question. To distinguish them, it is necessary to take
the word ordering into account. We utilize longest com-
mon subsequence [22], shared subsequences of not-necessarily
contiguous words between utterances, to calculate the simi-
larity between two utterances considering word ordering [14].
Unlike any distance metric that does not exploit utterance

Figure 4: Output of the gesture algorithm showing
the one-hand-to-face feature.

ordering information (Cosine, Euclidean, Manhattan, Jac-
card), these two sentences are considered different by longest
common subsequence. This discriminative power is desirable.

6. EXPERIMENTS
The goal of unsupervised dialogue act classification is to group
together utterances with the same dialogue act. There are
different techniques to accomplish this in an unsupervised way
including k-means clustering [34], Dirichlet process mixture
model [11] and query-likelihood clustering [13]. For this work
we utilized k-medoids clustering because our prior work has
established that this technique outperforms its counterparts
for our corpus [14].

We hypothesized that including posture and gesture infor-
mation would improve dialogue act classification performance
significantly. Therefore, we conducted experiments with and
without these features. We created unsupervised dialogue
act classifiers that utilized posture and gesture features as
well as models that did not use these features. To investigate
how these models compared to each other, we compared the
performance of models with the same test sets. For instance,
we compared how well the utterances of a student in the
test set were classified using the model having access to
multimodal features and using the model that did not take
this information into account. In this way, we aim to draw
conclusions on the importance of multimodal features for
dialogue act classification.

For testing, leave-one-student-out cross-validation was per-
formed: for each fold, each student’s utterances were either
all in the test set or all in the training set, but not in both.
To evaluate how well the model performed for each unseen
utterance, we computed test set accuracy. Test set accuracy
calculates how well the clustering model classifies the label
of unseen utterances. Accepting the closest cluster as the
cluster of the test utterance (as described in Section 5), the
majority vote of the cluster was given as the label to the
test instance. The average accuracy for the test set was
computed as the number of correct classifications divided



Figure 5: Output of the gesture algorithm showing
the two-hands-to-face feature.

by the number of utterances in the test set. The formula
for test set accuracy is as follows where n is the number of
utterances in each fold of the test set and ci is the cluster of
utterance i (ui):∑n

i=1majority label of ci = label of ui

n

Because we applied leave-one-student-out cross-validation,
we took an average of all students (folds) to report average
test set accuracy. The t-tests were conducted comparing
each classifiers’ performance (with and without multimodal
features) for each student.

7. RESULTS AND DISCUSSION
This section presents experimental results for unsupervised
dialogue act classification based on multimodal features. We
compared models built separately using posture and gesture
features to models that did not have access to this informa-
tion. Each comparison in this section was conducted with
a one-tailed t-test for n = 37 students. The threshold for
statistical reliability was taken as p = 0.05.

The leave-one-student-out cross-validation accuracies with
respect to manual dialogue act labels were statistically sig-
nificantly better with the addition of posture and gesture
features (p < 0.05). The average accuracy for the model
without using multimodal features was 61.8% (σ = 2) and
this number increased to 67% (σ = 1.9) with the inclusion
of multimodal features, 8% improvement. The confusion
matrices for both cases are shown in Figures 7 and 8. Less
frequent dialogue acts were eliminated from the confusion ma-
trix because the model never predicted those acts (“Request
for Feedback” and “Other”).

The experimental results show that including posture and
gesture features improved unsupervised dialogue act clas-
sification performance significantly. For the most frequent
dialogue acts (statements, answers, questions and acknowl-
edgments), only statements’ classification accuracy decreased
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Figure 6: Branching student utterances according
to previous tutor dialogue act and choosing which
clustering group to use for unseen utterances.

Figure 7: Confusion matrix for the model without
posture and gesture (61.8% accuracy).

Figure 8: Confusion matrix for the model with pos-
ture and gesture (67.05% accuracy).



with multimodal features. In order to gain better insights
and understand which dialogue acts benefit more from mul-
timodal features, we compared the two models qualitatively.

We observed that for distinguishing questions that are very
similar to statements in structure, multimodal features are
highly beneficial. In contrast, when multimodal sensors de-
tect features that might be indicative of confusion, although
students may utter statements, the models decided that they
asked questions requesting help. The nature of the corpus
is highly influential here: because the students are engaging
in dialogue while completing a learning task, nonverbally
expressed confusion may relate to the learning task and not
necessarily be indicative that the student is expressing a
question dialogue act. Table 3 (shown on the next page) de-
picts sample utterances which were incorrectly classified with
the model that did not utilize posture and gesture features
and were corrected with the help of multimodal features.
We provide five types of corrections in the table, two of
which were more frequently seen: questions misclassified as
statements and questions misclassified as acknowledgements.
These results show that utilizing posture and gesture fea-
tures, the dialogue act classifier became more successful in
distinguishing questions. Especially for utterances that were
not syntactically questions such as “so the computer reads
it from right to left?”, multimodal features helped enrich
the information present in the utterance by incorporating
information about students’ posture and gesture. For ac-
knowledgements that were corrected from statements with
the help of multimodal features, the students were closer to
the workstation (according to lower torso distance) and both
one-hand-to-face and two-hand-to-face gestures were present.

Table 4 shows sample utterances that caused the dialogue
act classification model to be confused with the addition of
multimodal features, i.e. utterances that were classified cor-
rectly with the model that did not have access to multimodal
features but were incorrectly classified with the addition
of these features. Most of the misclassifications caused by
multimodal features were on questions. Comparison between
two models showed that increase in student’s mid or lower
torso depth i.e., students moving farther from the camera,
or one-hand-to-face gesture detection increases the chances
of the model classifying the utterance as a question because
this pattern is seen in other questions as well. Therefore,
even though an utterance may have a statement label, ob-
serving students moving farther from the computer triggered
a question classification. That may be one of the reasons
why a decrease in the accuracy of statements was observed
when the multimodal features were incorporated.

Another important finding of the experiments is that when
posture and gesture were used with no other features, the
average cross-validated accuracy was 53.2%, whereas the
majority chance baseline was 43%. This finding suggests
that, even before knowing the content of an utterance, it is
possible to predict the dialogue acts by analyzing multimodal
features of students. This information can be especially
helpful for systems that aim to provide remedial support
without an explicit request from students. Being able to
predict what the next dialogue act would be even before
the student utters words can be a significant advantage for
understanding students.

A notable limitation of the current approach is that collec-
tion of posture and gesture data is not yet a fully scalable
approach. However, given the continued decrease in the cost

Student Utterances Correctly Classified with
the Help of Multimodal Features

ACK utterances misclassified as
Q with multimodal features
ok so I just ask please give me your name
ok I get it now
I understand now
think I got it
I know I was trying to figure out what line it comes
from
oh i see

S utterances misclassified as
Q with multimodal features
just pops up in blue
closest experience I have to java is playing runexcape
sorry to take too long time, I am usually not creative
at all so it usually takes long time to think about
something
but I think I got it
totally guessed what I needed to do
I am not understanding
well that didn’t turn out right
and the name of the variable is the only other thing I
could think of

Table 4: Sample utterances that were incorrectly
classified when multimodal features were used but
were correctly classified by the model that did not
use posture and gesture features.

of high-resolution video equipment, these approaches are
expected to become more scalable. Additionally, work in
building affect detectors suggest that it might be possible to
infer these multimodal events based on streams that do not
require expensive sensors [31].

8. CONCLUSION AND FUTURE WORK
Understanding and modeling students in learning environ-
ments is a crucial step to better support learning. To this end,
learning analytics approaches that mine student interactions
within learning environments hold great promise. Textual an-
alytics, a branch of learning analytics, has been well studied
in the literature; however, multimodal features are only just
beginning to be explored for developing rich understanding
of students within tutorial dialogue. This paper has focused
on investigating the extent to which multimodal features
of posture and gesture during computer-mediated tutoring
improve unsupervised classification of student dialogue acts.
The experiments showed that incorporating multimodal fea-
tures regarding posture and gesture improved the accuracy
of dialogue act models significantly and that it is possible
to predict the dialogue act of an upcoming utterance better
than majority baseline chance before the utterance is ob-
served. Furthermore, detailed inspection of clusters revealed
information about which dialogue acts benefit more from the
multimodal features. We found that some patterns in fea-
tures such as higher lower and mid torso distance indicating
students moving farther from the computer can confuse the



Sample Student Utterances From Clusters

ACK utterances misclassified as S without multimodal features
ok i am getting it
that makes sense
awesome thank you
ok got it
got it! I just thought it is an example

Q utterances misclassified as S without multimodal features
why is not it prompting me to enter my name?
are we going to learn how the player enters their name next? there is no box to type it in
do I have to?
just means to assign the name write?
so what happens if I do not put what the java is expecting
just comments are just a way to write notes to others to help them understand right?
how do you run it? the run button is not available to press
so the computer reads it from right to left?
name a variable first and then store the value for what I want to call it?
so the contents that come after string are what exactly? declaring a variable?
so anything that someone types in the comments box that will be used with the scanner?
would you still put the prompt after those lines of codes or should you move it up to prompt the user right after you print
the game name

S utterances misclassified as ACK without multimodal features
not exactly sure how to go about this one
beautiful!

S utterances misclassified as Q without multimodal features
I guess I am not sure what the codes are currently displayed under the java code section
does not have a problem quitting

Q utterances misclassified as ACK without multimodal features
so you want me to redo number but change the adreamgame name to something else?
could I type in string the adventure quest? or would I need to put in quotes or something?
so I could have put the system.out.println command on line number and the input statement on line number and it would
still work?
should I do another player input code?
spaces or no spaces?
oh so I need to insert it before the scanner player input line

Table 3: Sample utterances that were correctly classified with the help of multimodal features and their
incorrect classifications by the model that did not utilize posture and gesture.

dialogue act classifier to classify questions although manual
tags indicate statements. In addition, experiments showed
that multimodal features are especially helpful for distin-
guishing questions that are very similar to statements in
structure. These findings are important for understanding
student utterances without needing manual annotations.

As the field moves toward richer automatic understanding
of student utterances, these models will find broad appli-
cation in contexts such as MOOCs and ITSs. Because the
unsupervised model does not require manual labeling and
the multimodal features are automatically extracted, the
approach presented in this paper can be used across massive
student data to understand more about whether and how
students learn.

In future work, it will be important to continue to build
and enrich unsupervised dialogue act classification models in
order to understand better how students interact in learning
environments. As multimodal data streams from learning

interactions become more common, it will be important to
utilize as many information sources as possible, including
multimodal features to better understand students, the dy-
namics of learning, and therefore to provide more effective
learning environments.
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